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Abstract 

AI tools, particularly large-scale language model (LLM) based applica- 
tions such as ChatGPT, have the potential to mitigate qualitative research 
workload. In this study, we conducted semi-structured interviews with 17 
participants and held a co-design session with 13 qualitative researchers to 
develop a framework for designing prompts specifically crafted to support 
junior researchers and stakeholders interested in leveraging AI for qualita- 
tive research. Our findings indicate that improving transparency, providing 
guidance on prompts, and strengthening users’ understanding of LLMs’ ca- 
pabilities significantly enhance their ability to interact with ChatGPT. By 
comparing researchers’ attitudes toward LLM-supported qualitative analysis 
before and after the co-design process, we reveal that the shift from an ini- 
tially negative to a positive perception is driven by increased familiarity with 
the LLM’s capabilities and the implementation of prompt engineering tech- 
niques that enhance response transparency and, in turn, foster greater trust. 
This research not only highlights the importance of well-designed prompts 
in LLM applications but also offers reflections for qualitative researchers on 
the perception of AI’s role. Finally, we emphasize the potential ethical risks 
and the impact of constructing AI ethical expectations by researchers, par- 
ticularly those who are novices, on future research and AI development. 

Keywords: ChatGPT, Qualitative Analysis, Prompt Design, Large 
Language Models, AI-assisted Research, Ethical Considerations 

 

 
1. Introduction 

Thematic analysis in qualitative research is a highly flexible and widely 
used method for identifying, analyzing, and interpreting patterns of meaning 
(‘themes’) within qualitative data [1, 2]; however, it can be time-consuming 
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and require significant manual effort, especially when dealing with large and 
complex datasets [3]. As we continue to generate increasingly massive vol- 
umes of qualitative data, there’s an urgent need to seek out innovative meth- 
ods to streamline and enhance the process of thematic analysis [4]. 

The realm of artificial intelligence (AI) is swiftly evolving, poised to revo- 
lutionize the ways we approach research [5]. In particular, Machine learning 
algorithms have already demonstrated efficacy in processing and analyzing 
vast datasets across various domains [6]. Large Language Models (LLMs) 
have significantly expanded these capabilities, with ChatGPT emerging as a 
particularly noteworthy example by 2023. Its conversational interface allows 
users to interact through natural language, making advanced AI functional- 
ity accessible even to those without technical expertise [7]. It’s distinguished 
by its exceptional ability to understand and generate human-like text [8, 9], 
making it a potential asset for qualitative researchers. 

Prior research on LLMs and qualitative research has explored several 
key aspects: a thread of research explored the theme development, utilizing 
GPT to generate preliminary ideas and provide researchers with an overview 
of the dataset. For example, studies have compared themes generated by 
ChatGPT with those developed by researchers to highlight the potential of 
LLMs in theme development [10, 11]. 

However, it is important to note that the themes are highlightly descrip- 
tive, and details such as quotes may be fabricated by ChatGPT. Another 
thread of research examines the potential of LLM-based tools as individual 
coders to streamline the coding process [12] and assess reliability [11]. 

Current research primarily focuses on the outcomes of thematic analysis 
facilitated by LLMs [11, 13, 14, 15, 16] rather than on the role these models 
play in the analytic process, particularly regarding prompt design. We argue 
that prompt design is essential for fully harnessing the capabilities of LLMs. 
On one hand, qualitative researchers often lack the technical literacy required 
to design effective prompts. On the other hand, they recognize the potential 
of LLMs and are eager to explore ways to incorporate them into their data 
analysis, demonstrating openness to adopting new technologies that support 
their analytical work. Although junior researchers face significant challenges 
due to their limited experience with thematic analysis and typically require 
more guidance from peers and advisors, the use of LLMs might help reduce 
this dependency by providing additional analytical support. 

While ChatGPT makes human-AI interaction unprecedentedly direct and 
accessible through simple textual prompts [17], the quality of results depends 
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significantly on how effectively these prompts are designed [18, 19]. Creating 
optimal prompts often requires specific expertise and careful consideration 
of the analytical goals, which is challenging for junior researchers. 

researchers’ skills in designing prompts during the qualitative research 
process or the attitudinal dynamics they experience throughout. 

This study examines the potential of ChatGPT as an instrument for the- 
matic analysis in qualitative research. We present a systematic exploration 
into leveraging ChatGPT’s capabilities through prompt design skill 
development, highlighting both its promises and limitations for practical 
imple- mentation in qualitative analysis. Our work addresses the following 
research question (RQ): 

RQ. Can the performance of ChatGPT in qualitative analysis tasks 
be enhanced through prompt design? If so, how? 

To address this question, we employed a two-phase methodology. First, 
we conducted semi-structured interviews with 17 participants to identify chal- 
lenges and concerns associated with using ChatGPT for qualitative analy- 
sis. Second, we engaged 13 researchers with expertise in qualitative meth- 
ods in a collaborative co-design process. Through this process, we identi- 
fied specific techniques, interaction approaches, and conceptual frameworks 
that significantly enhance ChatGPT’s efficacy in analyzing qualitative data. 
These insights have been synthesized into a comprehensive prompt frame- 
work (Fig. 1), specifically designed to bolster ChatGPT’s capabilities in aid- 
ing the analysis of qualitative data. 

Our research has also generated important discussions around three key 
areas: (1) the robustness and appropriate scope of ChatGPT in qualitative 
research applications; (2) the potential positioning of ChatGPT as either a 
co-researcher or a specialized tool; and (3) the evolving ethical considerations 
of AI in qualitative analysis, particularly how providing data-grounded evi- 
dence through effective prompt design can transform researchers’ initial ethi- 
cal concerns into acceptance. The framework we propose offers a generalized 
structure that, while developed with ChatGPT, incorporates foundational 
elements adaptable to future LLMs, such as task contextualization protocols 
and structured output formats. We envision this framework evolving along- 
side advancements in prompt engineering while maintaining its core utility 
for qualitative researchers and contributing to the broader dialogue about the 
intersection of AI and qualitative research [20]. The article’s content struc- 
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ture, conceptual relationships, and methodological workflow are illustrated 
in Fig. 1. 

 
2. Related Work 

2.1. ChatGPT and Prompt Engineering 

ChatGPT, an advanced language model developed by OpenAI, has been 
recognized for its versatility across various language tasks, making it a pow- 
erful tool for various applications [21, 22]. Its capabilities include generating 
human-like text, content creation, sentence, and paragraph completion, as 
well as essay and report writing [23, 24, 25, 26]. However, the quality of out- 
put from LLMs like ChatGPT is significantly influenced by the instructions or 
“prompts” given to them [18, 19]; the model can sometimes generate nonsen- 
sical or incorrect outputs, particularly with ambiguous prompts [27, 28, 29]. 

Various studies have shown that advanced prompt engineering techniques 
often yield more desirable results. Existing strategies include few-shot learn- 
ing [17, 30], label calibration [30], providing examples [31, 18], chain-of- 
thought approaches [32, 33], sentence relationship explanation [34], content 
explanation [7], and role-playing [35]. Additionally, learning prompting struc- 
tures is considered an important step for effectively using AI tools [36, 37]. 
Incorporating prompt design to facilitate workflows, supervision, critical eval- 
uation, and expanding insights has also been integrated into courses, teach- 
ing, and discussion [38, 39, 36, 40]. 

While these related works indicate that the performance of ChatGPT can 
be enhanced through prompt engineering, they also highlight the challenges 
and limitations of current approaches [18]. Effective utilization of Chat- 
GPT varies across domains, and domain-specific knowledge is essential for 
optimizing its performance [41, 42]. Experts advocate that prompt engineer- 
ing should take the specific application context into account [43]. However, 
there is a lack of research on how to design prompts for complex, open-ended 
tasks such as qualitative analysis, which require a deep understanding of 
the domain and the ability to interpret nuanced language. Moreover, ex- 
isting prompt engineering techniques often focus on improving the accuracy 
and coherence of the generated output but pay less attention to the model’s 
transparency and explainability, which are crucial for building trust and fa- 
cilitating collaboration between humans and AI systems [44]. 

In this study, we utilize a human-centric approach to prompt engineer- 
ing for qualitative analysis with ChatGPT. We aim to develop a framework 
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to empower junior qualitative researchers to effectively leverage ChatGPT’s 
capabilities in their analysis workflows. 

2.2. Current Methodologies and Features of Thematic Analysis 

Thematic analysis [1] serves as a cornerstone in qualitative research, of- 
fering researchers a method to identify, analyze, interpret, and elucidate pat- 
terns or themes from their data. Its application transcends disciplines, con- 
tributing to its popularity and widespread use. Current practices encompass 
a range of methodologies [45, 46], each bringing a unique perspective to the 
process of thematic analysis. 

The Six-Phase Approach [1, 47, 48] is widely recognized for its sequential 
process, guiding researchers through distinct phases, from data familiariza- 
tion to final report preparation. This iterative methodology demands active 
researcher engagement in identifying themes. However, this engaged ap- 
proach can be challenging for junior researchers lacking qualitative analysis 
experience. 

Boyatzis’ Codebook Approach [49] introduces a paradigm that necessi- 
tates creating a codebook before data coding. While beneficial for managing 
large datasets or collaborative coding [50, 51], developing a comprehensive 
codebook requires significant expertise, which may be daunting for junior 
researchers. 

Thematic analysis poses several challenges, many amplified for junior re- 
searchers. Subjectivity in identifying themes [52] can lead to varying interpre- 
tations [53], resulting in multiple potential themes from the same dataset [54]. 
This ‘researcher subjectivity ’ [55] necessitates reflexivity and transparency, 
which may be difficult for those new to the method. Moreover, thematic anal- 
ysis is often resource-intensive [56], particularly for large datasets [57, 58]. 
The time and effort required for coding and identifying patterns can be over- 
whelming for junior researchers [59]. 

This study aims to explore how advanced AI tools can collaborate with 
and support junior researchers in conducting thematic analysis. By develop- 
ing a human-centric prompt design framework for ChatGPT, we investigate 
how junior researchers can leverage AI to address subjectivity, resources, and 
replicability challenges while empowering them to learn and apply thematic 
analysis effectively. 
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2.3. AI-augmented Qualitative Analysis 

The increasing interest in Natural Language Processing (NLP) within the 
qualitative research community stems from its ability to analyze large vol- 
umes of text effectively. Sentiment analysis and topic modeling are the most 
frequently used NLP approaches for processing unstructured text data, such 
as patient feedback [60]. However, these methods have limitations, includ- 
ing the constrained range of detectable sentiments in sentiment analysis [61] 
and the difficulty in interpreting topic modeling results [62]. Guetterman 
et al. [63] found that while NLP approaches may lack nuance compared to 
human coders, they can augment human efforts and improve efficiency. This 
aligns with the views of Hong et al. [64] and Gebreegziabher et al. [65], who 
suggest that AI should assist researchers in refining and evolving their coding 
rather than replace human analysts. 

The integration of machine learning (ML) into qualitative coding faces 
challenges due to fundamental differences between qualitative and quanti- 
tative methods, with effective ML support focusing on identifying coding 
ambiguities [66]. AI’s role in qualitative analysis extends to fostering collab- 
oration, criticality, and reflectiveness [56], while researchers exhibit complex 
sentiments, balancing the appeal of AI assistance with skepticism toward 
AI-driven analysis [67]. 

Recent advancements in AI, particularly LLMs, have shown potential 
in qualitative analysis [68, 12, 69, 10, 70, 71, 72, 73] by supporting tasks 
like labeling and collaborative coding [74]. These models tend to excel in 
deductive analysis [75] but may face limitations in inductive reasoning and 
maintaining code diversity [76]. While AI can enhance coding efficiency, its 
impact on the quality and consistency of analysis continues to spark debate, 
reflecting broader concerns about integrating AI into qualitative research 
workflows [65]. 

Interpretability and understandability play a key role in implementing 
ethical AI in practice [77]. Trust is crucial in human-AI collaboration, with 
perceived risk, AI capabilities, expectations, and user vulnerability shaping 
the degree of trust users place in AI [78]. Transparency, through explanations 
and communication about how AI works, is more effective in enhancing user 
trust than simply providing algorithmic interpretations [79]. 

Users prefer explanations that clarify decision-making processes and illus- 
trate how specific actions influence outcomes [80]. XAI and Human-Centric 
Generative AI should cater to different users’ needs, from AI experts requir- 
ing detailed visualizations to novices needing simpler explanations [81]. The 
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effectiveness of transparency is context-dependent [82], and starting with 
simplified models can help build foundational knowledge before gradually 
introducing complexity [83]. Buschek et al. [84]’s conceptual framework cat- 
egorizes user understanding support in intelligent systems into user mindsets, 
involvement, and knowledge outcomes, highlighting the multifaceted nature 
of user engagement with AI systems. 

For LLMs like ChatGPT, natural language interfaces may enhance trans- 
parency by delivering effective explanations interactively [85]. Allowing users 
to make manual edits and visualize model decisions may further boost ex- 
plainability and adaptability [86]. However, Wang and Yin [87] noted that 
explanations are more beneficial when users have some level of domain ex- 
pertise, suggesting that researchers should maintain strong data familiarity 
and verify reliability through cross-referencing when using AI for qualitative 
analysis [88]. 

ChatGPT, as an advanced AI tool, shows promise in advancing qual- 
itative analysis but may also cause trust and ethical issues. This study 
aims to explore these aspects from the perspective of junior researchers, in- 
vestigating how to leverage ChatGPT to support qualitative research while 
addressing potential negative issues. By examining the explainability and 
integration of ChatGPT in qualitative analysis, we assess the acceptance, 
concerns, trust, and ethical implications associated with using such mod- 
els and explore strategies to effectively leverage ChatGPT while mitigating 
potential negative impacts. 

 
3. Methods 

3.1. Data Collection 

This study was conducted online through video conferencing software 
(e.g., Zoom). The research process was recorded for transcription and anal- 
ysis with the informed consent of the participants. 

3.1.1. Pilot Study 

To gain a deeper understanding of ChatGPT’s capabilities and to estab- 
lish a foundation for guidelines for interviews and co-design, we initiated a 
pilot interview study involving four participants who have experience using 
qualitative methods and ChatGPT. We recruited them via social media. All 
of the participants who took part in the pilot interview study had been in- 
volved in one or more projects using qualitative analytic methods within the 
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past three years, and each of them had experience using ChatGPT. Among 
these participants, three had received formal training or education in qual- 
itative data analysis. The aim of this pilot study was to investigate the 
challenges tied to ChatGPT usage. Each pilot interview study lasted for 
1-1.5 hours. 

The interviews were semi-structured. We began by introducing partici- 
pants to the foundational concepts of qualitative analysis and probing their 
experiences in this realm. Following this, we explored the challenges they 
encountered both in the broader scope of qualitative analysis and specifically 
when using ChatGPT. The thematic analysis centered on users’ reflections 
including encompassing uses, challenges, and strategies, during their interac- 
tions with ChatGPT. Through a thorough review, analysis, and reflection on 
the recorded sessions and their respective coding, we found that participants 
indeed have some concerns and challenges in using ChatGPT, but at the 
same time, they also demonstrated enthusiasm for ChatGPT. This is mainly 
due to its rapid data processing and improved work efficiency (P1, P2, P3, 
P4), providing concise overviews or summaries (P2, P3, P4), generating pre- 
liminary insights (P1, P2, P3, P4), and its user-friendly question-and-answer 
interaction format (P4). 

In addition, all participants in the pilot interview study expressed interest 
in understanding how to use ChatGPT better and how to design prompts 
more effectively. 

Based on this feedback, we refined the interview guide and developed a 
formal study protocol to further explore ChatGPT’s capabilities, uses, and 
strategies for addressing challenges in qualitative research. In the lens of 
formal study coupled with qualitative scenario analysis, we devoted special 
attention to these challenges with an aspiration to pinpoint potential solu- 
tions for RQ. 

3.1.2. Formal Study 

In this section, we paid particular attention to how participants’ design of 
the prompts affected ChatGPT’s performance, their strategies in qualitative 
analysis, and expected outcomes. We worked with participants through a 
formal study to design ChatGPT prompts that were friendly to qualitative 
analysis [89]. Finally, we distilled from the design solutions a framework of 
prompts to be applied in ChatGPT for qualitative analysis tasks. 

The formal study comprised two parts: interviews and co-design. All 
researchers convened for two meetings to develop the protocol, make a con- 
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sensus on the procedure, and conduct internal tests prior to the formal study. 

The interviews were semi-structured, focusing primarily on two areas: 
(1) challenges, approaches, and techniques encountered in qualitative anal- 
ysis research, and (2) experiences, challenges, and insights related to using 
ChatGPT. Additionally, for participants who had experience with qualita- 
tive analysis software (e.g., NVivo and atlas.ti), we inquired about their 
experiences, benefits, and limitations with these tools. This part took ap- 
proximately 20 minutes. 

Next, we sent participants a corpus of qualitative data (a transcript of a 

focus group) and asked participants to use ChatGPT1 to perform qualitative 
analysis coding on the content in the corpus while sharing screen. All partic- 
ipants interacted with ChatGPT in English. First, we allowed participants 
to design their own prompts (up to 5 times). During this process, researchers 
asked participants to think aloud and provide a detailed explanation of the 
intentions, requirements, and strategies in each designed prompt, and to eval- 
uate the generated results. During the iteration (updating prompts) process, 
we also asked participants to explain their intentions and provide reasons for 
modifications. In addition, we asked participants to compare and evaluate 
the generated results from previous interactions and provide reasons for their 
respective attitudes. 

Second, the researchers actively participated in the prompt design pro- 
cess by offering targeted suggestions to improve the prompts initially designed 
independently by participants. These suggestions were informed by strate- 
gies recommended in prior literature, such as few-shot learning [30], chain- 
of-thought approaches [32], role-playing [35], adding explanatory tags [18], 
categorizing prompts [33], understanding sentence structure and relation- 
ships [34], considering instruction usage and content [7], and integrating nat- 
ural language and code in mixed inputs [31]. These insights helped shape 
the redesign of prompts, allowing for more nuanced and effective interactions 
with ChatGPT. 

After each round of prompt refinement, researchers and participants col- 
laboratively reviewed the generated outputs to evaluate their quality, align- 

 
1We used ChatGPT based on the GPT-3.5 model instead of GPT-4.0 or later version 

due to accessibility concerns. At the time of the study, GPT-4.0 had usage limits (maxi- 

mum access every four hours) and required a subscription, which we chose not to mandate. 

Additionally, prior research and our own testing showed no significant performance im- 

provement in GPT-4.0 for the tasks in this study [90]. 
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ment with expectations, and areas for further improvement. Researchers 
also collected feedback on participants’ satisfaction with the updated results 
and incorporated their optimization suggestions into subsequent iterations. 
Notably, the iterative refinement process did not end with individual partic- 
ipants. Effective design suggestions provided by one participant were shared 
with subsequent participants, enabling a cumulative improvement in the over- 
all prompt design process. In short, after the design process, researchers 
and participants collectively reviewed the prompts developed throughout the 

study. They evaluated the effectiveness of these prompts in enhancing Chat- 
GPT’s ability to process qualitative data and synthesize key insights and de- 
sign recommendations for future prompt development. This final reflection 
underscored the iterative and collaborative nature of the process, ensuring 
that the outcomes were both practical and grounded in shared experiences. 

This approach facilitated knowledge transfer across sessions and ensured that 
successful strategies were disseminated and adapted for broader application. 

The trial-and-error process was highly iterative, with researchers and par- 
ticipants co-designing prompts in successive cycles until the generated results 
met the participants’ expectations. Each cycle emphasized refining the out- 
puts and examining the underlying rationale of the prompt designs. By dis- 
cussing the rationale behind prompt elements and their impact on outcomes, 
researchers and participants gained deeper insights into the interplay be- 
tween prompt structure and AI performance, further enriching the co-design 
process. This collaborative approach underscored the importance of combin- 
ing individual creativity with systematic, evidence-based design principles to 

achieve optimal results. 

3.2. Participants Recruitment 

In this study, we distributed recruitment questionnaires via social me- 
dia and the authors’ academic networks to recruit participants who met the 
following minimum inclusion criteria: being at least 18 years old, having 
qualitative analysis experience, and having used ChatGPT or similar tools. 
Participants who did not meet the inclusion criteria were informed during 
the questionnaire process, and no relevant information would be retained, 
while those who did meet the criteria could voluntarily provide their contact 
information to facilitate the arrangement of subsequent research processes. 
Any identifiable data will be permanently deleted after the study concludes. 
Our recruitment process was based on a first-come, first-served strategy, and 
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finally, we recruited 17 participants (12 females and five males). The partic- 

ipants ranged from 20 to 32 years old (median = 27, SD ≈ 3.70). Regarding 
the termination of recruitment, we continuously conducted preliminary anal- 
yses of the collected data during the data collection process and found that 
theoretical saturation had been reached, meaning that the newly collected 
data did not offer any new insights into the research questions. Therefore, we 
concluded that the existing data were sufficient to support the study’s conclu- 
sions and decided to cease further recruitment. P1-P4 were recruited to take 
part in the pilot study (Section 3.1.1), while the remaining 13 participated 
in the formal study (Section 3.1.2). Detailed demographic information is 
presented in Table 1. Except for one participant, all others in the pilot study 
had undergone formal training or courses in qualitative analysis. For formal 
study, we reached out to potential participants via our academic network, 
most of whom hailed from universities and were actively involved in qualita- 
tive research, while being fluent in English (if they are not native speakers). 
All 13 participants were researchers skilled in qualitative methods and had 
prior experience with ChatGPT. Among these participants, 11 were doctoral 
students, one was a master’s student, and one worked in the industry but 
held a doctoral degree. All participants had formal training or education in 
qualitative data analysis. The pilot and formal studies were processed under 
the university’s Institutional Review Board (IRB) approval. Informed con- 
sent was obtained from all participants. All participants received a $10 gift 

card (or equivalent) for their time and effort. 

3.3. Data Analysis 

The researchers conducted reflexive thematic analysis (RTA) on the col- 
lected data [47, 91]. The analysis followed a six-step procedure: dataset fa- 
miliarization, data coding, initial theme generation, theme development and 
review, theme refinement and definition, and report composition. Specifi- 
cally, after each interview and co-design session, the research team briefly 
discussed the outcomes. All recordings were transcribed and coded by the 
first author and at least one other author. Transcripts were independently 
coded by the first author and at least one other team member, with at least 
one of them having directly hosted the interviews and co-design sessions 
to ensure sufficient familiarity with the data. Using an inductive coding ap- 
proach, codes were generated directly from participants’ responses to capture 
the nuanced meanings inherent in the data. Rather than applying predeter- 
mined categories, we allowed codes to emerge naturally, ensuring that our 
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Index  Age  Gender Major Occupation Region 
Training in 
Qualitative 

Analysis 

Knowledge of 
Qualitative 

Analysis 
 Pilot study  

1 25-30 Male Healthcare Industry East Asia ✓ Passing Knowledge 

2 31-35 Male IT Consulting Services Industry East Asia ✓ Knowledgeable 

3 18-24 Female Enological Engineering Undergraduate Student - Junior East Asia × Passing Knowledge 

4 25-30 Female Electronic Engineering Graduate Student - PhD East Asia ✓ Passing Knowledge 
    Formal Study    

5 25-30 Female Human-Computer Interaction Graduate Student - PhD North America ✓ Knowledgeable 

6 25-30 Female Communication Graduate Student - PhD North America ✓ Knowledgeable* 

7 18-24 Female Design Graduate Student - Master East Asia ✓ Passing Knowledge 

8 25-30 Female Human-Computer Interaction Graduate Student - PhD East Asia ✓ Knowledgeable 

9 25-30 Male Information Science Graduate Student - PhD North America ✓ Knowledgeable 

10 25-30 Female Learning, Design and Technology Graduate Student - PhD North America ✓ Knowledgeable 

11 18-24 Male Computer Science Graduate Student - PhD East Asia ✓ Knowledgeable 

12 25-30 Female Human-Computer Interaction Graduate Student - PhD North America ✓ Knowledgeable 

13 31-35 Female Human-Computer Interaction Graduate Student - PhD North America ✓ Knowledgeable 

14 25-30 Female Information Science Industry - PhD North America ✓ Expert 

15 25-30 Male Human-Computer Interaction Graduate Student - PhD North America ✓ Knowledgeable 

16 25-30 Female Information Science Graduate Student - PhD North America ✓ Knowledgeable 

17 25-30 Female History Graduate Student - PhD North America ✓ Knowledgeable 

* Researchers who specialize in the prompt design. 

Passing Knowledge: Having participated as a researcher in at least one qualitative research project. 

Knowledgeable: Published one or more peer-reviewed academic papers based on qualitative methods as the primary author (first author). 

Expert: Primarily conducting research using qualitative methods and holding a doctoral degree. 

 

Table 1: Demographics 

 

analysis remained grounded in the data. Our coding approach was inherently 
inductive, with codes emerging directly from the data rather than being im- 
posed by pre-existing theoretical constructs. Subsequently, we explored the 
relationships between the codes and aggregated them into initial themes, an 
iterative process that evolved as the study progressed. Throughout this it- 
erative process, the researchers met at least once a week to discuss progress, 
the outcomes of the interviews and co-design sessions, as well as any find- 
ings and issues, and to continuously refine the themes and process. Through 
these discussions, the researchers reached consensus to resolve discrepancies 
in coding and theme interpretation, which were then synthesized into our 
findings. 

 
4. Users’ Experiences and Challenges with ChatGPT 

Participants expressed significant concerns about ChatGPT’s transparency 
(interpretability and verifiability), performance (consistency and accuracy), 
the difficulty of designing prompts, and the cost of reviewing results. Table 2 
summarizes the key challenges reported by the formal study participants 
(P5–P17), along with the proportion of participants who mentioned each 
challenge. These findings further guided our subsequent design efforts. 
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Challenges Participants Count 

Lack of Transparency    All participants 13/13 

Difficulty of Designing Prompts  P7, P8, P9, P10, P11, P12, P13, P14, P16, P17  10/13 

Insufficient Understanding of ChatGPT’s Capabilities   P5, P7, P9, P10, P12, P13, P15, P16, P17  9/13 

Demand for Customized Solutions P5, P6, P7, P8, P9, P10, P11, P12, P13, P14, P15, P16  12/13 
 

Table 2: Challenges in Using ChatGPT for Qualitative Analysis Tasks Reported by Formal 

Study Participants (13 Participants, P5–P17) 

 

4.1. Lack of Transparency 

Participants’ initial skepticism towards using ChatGPT for qualitative 
analysis was largely rooted in concerns about the lack of transparency in its 
outputs. As P13 mentioned: 

“It’s so convenient, both convenient and scary. Although it’s con- 

venient and might be smarter than me, I still don’t know who it 

is, because I can’t identify it just using keywords.” (P13) 

P13 highlights the unease researchers felt about relying on an AI tool without 
clearly understanding how it generated its responses. 

4.2. Difficulty of Designing Prompts 

Participants reported that the current cost of designing prompts and 
learning how to design prompts is high. The internet is flooded with many 
prompt design schemes and tutorials, often confusing users about where 
to start. As P8 mentioned, “There are too many junk prompts [tutori- 

als/examples] online right now.” 
Additionally, when users design prompts, it frequently necessitates mul- 

tiple attempts, the outcomes of which appear to be random. Also, the ef- 
ficiency and accuracy with which ChatGPT operates is inextricably linked 
to the caliber of the prompts it receives. On the one hand, ChatGPT offers 
the allure of automated and efficient outputs, while on the other, the effort 
to finely tune and optimize these prompts often verges on the boundary of 
practicality. There is a need to stick a balance between automated ease and 
manual customization. Several participants encapsulated this sentiment: 

“I need to test it for a while. For instance, using ChatGPT, 

various prompts might lead to divergent outcomes, and I might 

have to repeatedly test to determine which type of prompt elicits 

the desired result.” (P14) 
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“The process (of designing prompts) is also a bit time-consuming, 

and it might be easier for me to do some coding work manually.” 
(P8) 

The high overhead of designing effective prompts may cause potential 
users to default to their manual processes, thus underscoring the pressing 
need for a more streamlined and intuitive prompt-design framework. 

4.3. Insufficient Understanding of ChatGPT’s Capabilities 

Participants’ lack of knowledge about ChatGPT’s capabilities or incor- 
rect usage can lead to a decline in performance and discourage them from 
using the tool. As previously mentioned, the learning cost associated with 
understanding ChatGPT’s capabilities is substantial in the context of in- 
formation overload. Participants in our study were neither expert users of 
ChatGPT nor researchers in related applications, and their understanding of 
its capabilities was limited. 

“I didn’t know it could generate tables before.” (P17) 

“When I used it before, I didn’t know what I wanted... I didn’t 

know what ChatGPT could do, so I couldn’t maximize its perfor- 

mance. Using ChatGPT still feels like using a Swiss Army knife 

for work, not very efficient.” (P15). 

“I’m quite shocked. I felt I didn’t expect it to have these capa- 

bilities, because I hadn’t tried asking in so many ways before.” 
(P12) 

“At first, I didn’t expect ChatGPT to generate such a result for 

me, but I find it quite aligned with the ideal result.” (P7) 

The feedback from participants directly reflects the awkward situation 
of limited-use scenarios due to a lack of understanding of ChatGPT’s capa- 
bilities. P15 used a current example to analogize this awkward situation, 
indicating that even when using the “most powerful” AI systems to date, 
they can only be effectively applied to tasks if the users understand how to 
utilize them. 

Jo
urn

al 
Pre-

pro
of



15  

 

 
4.4. Demand for Customized Solutions 

Although our findings emphasize the importance of being informed about 
ChatGPT’s capabilities, this does not mean that users need to understand all 
of its functions completely. In other words, what users more urgently need 
is knowledge of how to use ChatGPT to better accomplish the tasks they 
are truly concerned with. This was manifested in our study as a demand for 
customized solutions. After introducing some of ChatGPT’s capabilities and 
suggestions on how to use it for processing qualitative data to the partici- 
pants, they provided positive feedback. This does not necessarily indicate 
their recognition of ChatGPT’s abilities in other domains, but it did increase 
their understanding of its capabilities in handling qualitative data. Some 
illustrative quotes are as follows: 

“I think especially for these prompts. You know, each [task’s] 

topic might be different, like the prompts for programming and 

the prompts for qualitative research, they might all be different. I 

think at least for my future qualitative research, I will definitely 

follow the steps you suggested for writing prompts. They are in- 

deed more specific than what I used to write.” (P10) 

Furthermore, P7 highlighted the need for a standardized yet flexible 
framework, offering clear, concise guidance on input formats and expected 
outcomes. This approach would streamline prompt design, ensuring effi- 
ciency in interactions with AI tools like ChatGPT and potentially higher 
quality in outcomes. 

“I think there can be a more standardized [process] because ev- 

eryone has a procedure when doing qualitative analysis... Maybe 

the software tutorial will tell me what to input or in what format 

to achieve a certain result. Just present these processes to me. 

There’s no need to be overly detailed...” (P7) 

The findings discussed above highlight the challenges participants faced 
when using ChatGPT for qualitative research analysis and emphasize the 
need for a standardized yet flexible framework that provides suggestions and 
guidance on effectively utilizing ChatGPT. Participants’ demands for cus- 
tomized solutions and clear guidance on input formats and expected out- 
comes underscore the importance of developing a framework that addresses 
these concerns. To bridge this gap and create a framework that meets the 
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needs of qualitative researchers, we further collaborated with participants and 
engaged in an iterative analysis and design process. This process, detailed 
in the following section, aimed to develop a framework that provides struc- 
tured guidance while maintaining flexibility, ultimately enabling researchers 
to effectively harness ChatGPT’s power for their qualitative analysis tasks. 

 
5. Analyses of the Design Process 

 

 

 
Figure 1: A suggested workflow for applying ChatGPT to handle qualitative analysis 

tasks. The core of the (prompt design) framework includes descriptions of tasks (including 

methods), task backgrounds, and output format, enabling ChatGPT to analyze input data 

with strong robustness. The secondary part of the framework includes descriptions of data 

structure, role-playing, and friendly wording, which can further enhance the robustness of 

ChatGPT in task processing. 

 

Inputting structured prompts is crucial for maintaining high performance 
in ChatGPT [92, 93]. Although the phrasing of the prompts can vary, they 
should contain fundamental information that forms a core element of the 
pattern [33]. Hence, we summarize the key elements, features, rules, and 
strategies possessed by the prompts used in achieving the participants’ de- 
sired (satisfactory) outcomes, as shown in Table 3. This includes strategies 
in the independent coding process of participants, as well as various prompt 
design methods and testing strategies proposed by researchers based on the 
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goals expected by the participants, which are considered effective. The spe- 
cific process to determine these features was as follows: (1) We analyzed 
the results generated by ChatGPT for each participant during the formal 
study. (2) We selected the output results that participants deemed satisfac- 
tory, which they believed could be used directly as results, or had completed 
some important qualitative analysis tasks, such as thematic analysis. (3) 
We reviewed the prompts that led to the corresponding output results and 
conducted a comprehensive analysis with the interview content to determine 
the specific feature categories. 

 
Participant 

No. 
(Index) 

Background / 

Conceptual 
Understanding 

Focus 
on 

Methodology 
(Goal of Task) 

Focus on 

Analytical 
Process (context) 

 
Data Format 

(Inputs) 

 
Data Format 

(Outputs) 

 
Role-Playing 

 
Prioritization 

Transparency 

& 
Traceability 

Acknowledgment 

of 
Expertise 

5 ● ● ● 0 0 0 ● ● 0 

6 ● ● 0 0 0 ● ● ● 0 

7 ● ● ● 0 0 ● ● ● 0 

8 ● ● 0 0t 0t ● 0 ● ● 

9 ● ● 0 0t 0t 0 ● ● 0 

10 ● ● ● 0 0 0 ● ● 0 

11 ● ● ● 0 t0 0 ● ● 0 

12 ● ● ● 0t 0t 0 0 ● 0 

13 ● ● ● 0 0 ● ● ● 0 

14 ● ● ● 0t 0t 0 ● ● 0 

15 ● ● ● 0t 0t 0 ● ● 0 

16 ● ● ● 0 0 0 0 ● 0 

17 ● ● 0 0 t0 ● 0 ● ● 

0: a strategy not employed by the participant in crafting the prompt. 
● : a strategy utilized by the participant in crafting the prompt. 

0t: a strategy adopted by the participant following the researcher’s suggestion. 

 

Table 3: Summary of Participant Design Prompts 

 

Please note that the strategies presented in Tables 3 and A.4 are the re- 
sults of summaries, and the prompts used by participants were not the same. 
Furthermore, these strategies are interconnected in subtle ways, which we 
will explore in greater detail in the following sections. At the core of these 
strategies is the iterative nature of prompt design, a foundational concept for 
interacting with LLMs like ChatGPT. Participants recognized the conversa- 
tional and flexible nature of ChatGPT, as P7 noted: 

”I feel the advantage of using ChatGPT lies in this conversational 

aspect, where depending on your input, you might get slightly dif- 

ferent outcomes every time.” 

This iterative approach enables users to refine prompts to suit various 
needs, offering explanations, elaborating queries, or facilitating knowledge 
transfer. It allows them to critically evaluate and adjust outputs, incorpo- 
rating their creative thinking into the interaction process [94]. For exam- 
ple, while detailed procedures were helpful in better utilization, participants 
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preferred not to confine their interactions to rigid commands, making the 
framework more versatile and adaptable to their unique tasks. 

The iterative process ensures that ChatGPT’s outputs align with research 
objectives. However, as P8 pointed out: 

”[With multiple iterations,] it might lose focus on the original task 

or context.” 

The framework emphasizes that the LLM’s objectives and context must 
be repeatedly reinforced to maintain consistency during iterative prompt 
refinement. This process is further enriched by acknowledging ChatGPT’s 
expertise, creating a more stable interaction model while enhancing user 
engagement and trust in the system. As such, iteration is not a standalone 
element but an integral part of the overall framework, emphasizing that each 
refinement cycle introduces new opportunities for critical assessment and 
improved output alignment. 

By framing prompt design as a cyclic process, we underscore how iterative 
refinement and acknowledgment of expertise work together to improve the 
effectiveness and reliability of ChatGPT in qualitative analysis. Each itera- 
tion helps address nuances and ensures that strategies within the framework 
remain interconnected, supporting the ultimate goal of producing meaningful 
and consistent outputs. 

5.1. Explanation of Prompts Design Ideas 

In this section, we will elaborate on the characteristics and reasons that 
should be considered in a prompt design, where the prompts used in the 
formal study will be shown in Table 3 and A.4. 

5.1.1. A Good Prompt Design Should Have: Background or Conceptual Un- 

derstanding 

In qualitative research, researchers start by familiarizing themselves with 
the data’s context to gain a nuanced understanding of the subject matter. 
Similarly, when using ChatGPT for thematic analysis, providing a clear and 
descriptive background in the prompts serves as a foundation for accurate 
analysis. By offering ChatGPT a comprehensive task description—including 
the purpose, desired outcomes, and specific nuances—this prompt strategy 
mirrors the familiarization stage in qualitative studies, where context is crit- 
ical for meaningful interpretation. 
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“(Example of prompts) “Here is a transcript from a focus group 

interview about ‘Transitioning to Remote Work’. Each paragraph 

is from one participant. Please read it first.” (P9) 

This approach guides the ChatGPT in generating targeted responses, 
enhancing the quality and relevance of its outputs. When ChatGPT un- 
derstands the overarching task goals and background, it is better equipped 
to perform nuanced analysis, thereby increasing the likelihood of successful 
data interpretation and reducing the need for extensive post-processing. 

5.1.2. A Good Prompt Design Should Have: a Description of the Methodology 

(Goal of Task) 

Defining the task methodology within prompts is akin to setting clear re- 
search objectives in qualitative studies, where researchers specify their anal- 
ysis goals and approach. In this study, prompts need to detail the exact task 
that ChatGPT was to perform, namely, analyzing qualitative data related to 
the theme of “remote work.” This prompt structure reflects the goal-setting 
phase in qualitative research, where clarity about objectives helps focus the 
analysis. 

“(Example of prompts) “can you do a thematic analysis of their 

responses? ” (P6) 

For example, participants in this study were instructed to specify that Chat- 
GPT should identify patterns and themes within the data. Testing showed 
that detailed task descriptions improved ChatGPT’s effectiveness, as noted 
by participant P6, who mentioned that their familiarity with prompt engi- 
neering led them to articulate specific requests from the start. 

“Because I am familiar with things like ChatGPT’s prompt en- 

gineering, I would write my request more specifically from the 

beginning. (P6)” 

Clearly stating the research goal within prompts ensures that ChatGPT stays 
aligned with the intended analytical purpose, much as goal-setting does for 
researchers. 

5.1.3. A Good Prompt Design Should Have: a Description of the Analytical 

Process 

Instructing ChatGPT on the desired analytical process parallels the cod- 
ing and thematic development stage in qualitative analysis, where specific 
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frameworks or methods direct how data is interpreted. Adding guidance 
in the prompts, such as P16 specifying that ChatGPT should use the Job 
Demands-Resources Model for analysis, enables the AI to apply a structured 
methodology, thus ensuring alignment with research frameworks. 

“(Example of prompts) Is there any shortcomings or benefits can 

be mapped to personal demands or personal resources in the JD-R 

mode.” (P16) 

P9’s prompts could direct ChatGPT to review the entire dataset, identify 
recurring themes, cluster these into broader categories, and present each with 
representative data excerpts and a summary. This process guidance ensures 
that outputs are consistent with qualitative research principles, producing 
robust, methodologically sound results. 

“(Example of prompts) Please do a thematic analysis and sum- 

marize no more than 10 themes from this transcript.” (P9) 

5.1.4. A Good Prompt Design Should Have: a Definition of the Input Data 

Format 

In qualitative analysis, data preparation is essential for effective inter- 
pretation. ChatGPT performs better when analyzing formatted data than 
disorganized data [93], indicating that pre-cleaning data is necessary. Clean- 
ing the data beforehand ensures that ChatGPT is processing only the most 
pertinent and reliable information, thereby maximizing the value of its an- 
alytical capabilities. However, thanks to ChatGPT’s capabilities in under- 
standing context and its overall robustness [95], the preparation of formatted 
datasets can be less stringent compared to traditional data cleaning meth- 
ods [96, 97]. The most critical aspect in preparing the dataset for ChatGPT 
is differentiating the information ownership, i.e., who said what. 

“(Example of prompts) The format of the transcript looks like 

this: Participant <participant name>: <transcript of this par- 

ticipant’s comments regarding transitioning to remote work>.” 
(P15) 

In addition to using a structured corpus, describing the nature and struc- 
ture of the input data within the prompts is equally important. The prompt 
should clearly express the type of data ChatGPT will be analyzing, and we 
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should elucidate the features of the data, such as its conversational structure, 
data structures entered into ChatGPT, and the data’s complexity, like the 
length and roles. 

In our study, although not all participants used this prompt rule, it can 
effectively avoid potential errors such as discontinuity issues arising from 
multiple segmented inputs and misunderstandings of the corpus. 

5.1.5. A Good Prompt Design Should Have: a Definition of the Output For- 

mat 

Apart from defining the input data format, specifying the output con- 
tent format is equally important. Setting a standardized output format is 
a common strategy. Such standardized formats enhance the consistency of 
ChatGPT’s task output. Also, this practice reflects the reporting and results 
presentation stage in qualitative studies, where structured results support 
efficient analysis and comprehension. Notably, while not all participants 
explicitly defined the output format in their prompts, the results from the 
formal study and a user perspective show that satisfactory outcomes have 
a more readable format, which is deemed beneficial for quick reading and 
subsequent analysis. 

(Example of prompts) 

“Please analysis data again and make outputs follow format as 

below: 

(New line) Topic: challenges, strategies, benefits, downsides, pro- 

ductivity 

(New line) Argument points: reasons, suggestions, perceptions 

(New line) Supports: raw data, participant number” (P8) 

In the formal study, some participants adopted the suggestions and re- 
quested that each topic be presented alongside relevant excerpts from the 
input data in a specific manner (as an example shown in Fig. A.3, part of 
the output results from P15.) and summarized the topics and their signifi- 
cance, which further increased the transparency of the results. 

Moreover, specifying the output format, such as a table, enables users to 
easily transfer it to spreadsheet software like Excel, which can be achieved 
by selecting and copying the table result from ChatGPT, and then pasting 
it into an Excel sheet, facilitating further analysis, as demonstrated in the 
example shown in Fig. A.4. 
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5.1.6. A Good Prompt Design Should Have: Role-Playing and Acknowledg- 

ment of Expertise 

Role-playing, where ChatGPT assumes an “expert” perspective in qual- 
itative analysis, seems to be a common and effective optimization strategy, 
and this strategy is somewhat unique to LLM interactions. However, it can 
be compared to perspective-taking and reflexivity in qualitative research, 
where researchers adopt different lenses to analyze data comprehensively. 
Assigning ChatGPT a role, such as a “qualitative analysis expert,” helps it 
focus on performing complex andnuanced tasks with greater accuracy. 

(Example of prompts) “You are now a research expert in qualita- 

tive analysis...” (P7) 

Many previous literature mentioned the use of role-playing to enhance 
or surpass the performance of ChatGPT [98, 99, 100, 101, 102]. By placing 
ChatGPT in a specific role, participants could direct its attention to tasks like 
analyzing corpus data, enhancing both task focus and precision. While other 
strategies, such as providing detailed instructions, can sometimes surpass 
the effects of role-playing, this method remains valuable for engaging the 
model in an “expert” mindset, much like researchers apply their expertise to 
qualitative analysis. 

Complementing role-playing and acknowledgment of expertise involves 
reinforcing the model’s perceived expertise and maintaining a positive inter- 
action environment. This strategy, while not part of the core prompt design, 
can influence the AI’s performance in subsequent interactions by improving 
user experience and fostering a more stable output model [103]. Partici- 
pants noted that acknowledging the model’s expertise—through positive re- 
inforcement or polite feedback—helped maintain consistency and improved 
its responsiveness, such as the results obtained by P8 (see Fig. A.6). For in- 
stance, P8 emphasized the need to “praise” ChatGPT to encourage smarter 
responses, believing that a positive environment could mitigate the limita- 
tions of the model’s memory: 

“(On the evaluation of the output) So smart! It still needs to 

be praised. (Explanation) If you compliment it, it might be a 

bit smarter. Because ChatGPT’s memory is limited, you should 

praise it a bit. Otherwise, it might get ‘dumber’ the more you use 

it, so you need to give it a compliment. (P8)” 
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However, the practical impact of acknowledgment alone was limited, as 

seen in P17’s practice, where adding more specific strategies, such as stan- 
dardized output formats, proved more effective. Nonetheless, polite and en- 
couraging words were perceived as contributing to a better “learning envi- 
ronment” for AI, as P17 explained: 

“Because I think whatever I say to the AI, that’s what the AI will 

eventually become. I want a polite and kind AI. I hope to provide 

some good data references for training the AI.” 

While acknowledgment of expertise might not directly enhance output 
quality, its role in creating a positive interaction environment supports long- 
term benefits, such as improved AI responsiveness, better user experience, 
and trust in the model’s capabilities. By integrating role-playing and ac- 
knowledgment of expertise into prompt design, researchers can strategically 
align input, interaction, and output quality for more effective LLM use. 

5.1.7. A Good Prompt Design Should Have: Output Prioritization 

Participants had certain priority requirements for the results, mainly due 
to (1) considerations for higher readability and (2) the elimination of some 
secondary information, focusing on the analysis of the main themes in the 
corpus. Directing ChatGPT to prioritize specific aspects of the data mirrors 
the data reduction stage in qualitative analysis, where researchers focus on 
key themes and discard peripheral information. This strategy ensures that 
ChatGPT concentrates on the most relevant data, enhancing the clarity and 
relevance of its output. 

Several participants gave positive feedback on asking ChatGPT to prior- 
itize the results. Taking P10 as an example, she mentioned: 

“I currently feel that it’s a bit too much, and I might not use so 

many codes.” 

Therefore, the researcher suggested that participants add requirements for 
the number of codes: 

“You can tell it the number of codes you want, for example, ’I 

want a codebook with less than 10 codes.’ ” 

Fig. A.5 shows the results of ChatGPT’s output after P6 used this strat- 
egy. She believes that this output result can better pinpoint key codes. At 
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this stage, the practical effect was positive and revealed some users’ habits 
and personalized needs when handling tasks. We hope the proposed frame- 
work serves as a reminder for novice users interacting with ChatGPT, helping 
them recall the traditional analysis process and apply ChatGPT’s capabilities 
to enhance their analytical tasks. 

5.1.8. A Good Prompt Design Should Have: Rules to Make the Output Trans- 

parent and Traceable 

Transparency is crucial in both qualitative research and AI-assisted anal- 
ysis. In qualitative studies, researchers document analytic decisions to ensure 
traceability and transparency, allowing others to follow the logic behind the 
findings. 

The lack of transparency is a significant challenge for generative AI [29]. 
Due to the black box, transparency problems have long been criticized by re- 
searchers and users [104]. The interviews in the formal study confirmed that 
the lack of transparency is one of the main reasons for users to be cautious 
about using ChatGPT for qualitative data analysis. All participants had 
concerns about the transparency of the content generated by ChatGPT to 
varying degrees. Although the black box is not entirely untrustworthy [105], 
the results of the formal study show that all participants demanded fur- 
ther clarification from ChatGPT to enhance the transparency of the results. 
Adding explanatory information, traceable sources, and standardized out- 
put formats can significantly increase users’ trust in ChatGPT results [106]. 
We’ve previously mentioned standardized output formats, and another ef- 
fective method to increase transparency is to provide traceable information 
sources for output results [107]. 

When using ChatGPT for qualitative corpus analysis, demanding better 
interpretability and higher transparency may require just a single sentence, 
as done by P13. However, combining this prompt with other strategies can 
achieve better results, achieving better readability as shown in Fig. A.3 (P15) 
or Fig. A.5 (P6). 

In this formal study, we found that asking ChatGPT to analyze each line 
of data independently, rather than conducting an overall analysis of the input 
data, is a more effective strategy. Although overall analysis can still produce 
usable or insightful insights, through comparison, independently analyzing 
each response plays a more significant role in subsequent in-depth studies 
and may lead to more discoveries. This doesn’t mean that analysis should 
be conducted without considering context. A comprehensive analysis can be 
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achieved by combining other prompt strategies, such as considering priority. 

 
6. User’s Attitude on ChatGPT’s Qualitative Analysis Assistance: 

From No to Yes 

 

Figure 2: From Skepticism to Positive Attitude: A Schematic Illustration of the User’s 

Attitude Evolution Toward ChatGPT. The figure features three sequential cartoon scenes: 

the left scene depicts an initial state of doubt or uncertainty, the middle highlights the 

co-design process, and the right scene portrays a positive attitude after co-design practice. 

 

In the initial phase of our study, participants expressed considerable skep- 
ticism about ChatGPT’s utility for qualitative analysis. Their concerns pri- 
marily centered on issues such as the lack of transparency in output (i.e., dif- 
ficulties in interpreting and verifying the underlying reasoning), inconsistent 
performance, the challenge of designing effective prompts, and the substan- 
tial effort required to review and refine generated outputs. These concerns 
not only reflected practical challenges but also raised ethical issues, including 
potential over-reliance on opaque AI outputs and the risk of inadvertently 
propagating biases. 

However, after engaging in an iterative co-design process, all participants 
from the formal study demonstrated a consistent trend of shift toward a more 
positive and accepting attitude. This transformation was driven by two key 
factors: enhanced transparency (and the resulting trust) and an expanded 
understanding of ChatGPT’s potential. The process of this attitude shift is 
illustrated in Figure 2. 
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6.1. Enhanced Transparency and Trust 

The systematic application of prompt engineering techniques substan- 
tially improved the transparency and traceability of ChatGPT’s responses. 
By clearly linking outputs to specific data sources and clarifying the under- 
lying reasoning, these techniques not only increased participants’ confidence 
but also helped address ethical concerns regarding accountability and bias. 
For example, one participant remarked: 

“After designing the prompts step by step, I think both the format 

and content have been improved, such as the source of the data 

and the ability to integrate it into a table format... If I were 

to use ChatGPT for batch coding, I would use such a template 

[framework].” (P15) 

This quote illustrates how a structured prompt design framework can en- 
hance output transparency and usability, thereby increasing trust in Chat- 
GPT’s support for qualitative analysis tasks. Further reinforcing this point, 
another participant noted: 

“In terms of preliminary screening and categorization, it has al- 

ready saved a lot of time, which I think is a very okay process. An- 

other great thing is that I know its data source... I can also trace 

back to see who made this point and what it originally meant.” 
(P8) 

Despite these improvements, participants also emphasized the need for 
human oversight. As one participant stated: 

“I think the results from ChatGPT are very good. And when 

presenting these [analysis results], it even connects them with the 

user, which I find very intuitive. This [format] will increase my 

trust in ChatGPT. Still, I won’t directly state my research results 

based solely on its findings. I won’t do that; I would definitely 

double-check. [Overall,] I think ChatGPT is exceptionally useful.” 
(P5) 

This quote illustrates that while the framework significantly improved 
ChatGPT’s transparency and credibility, researchers still valued the role of 
human judgment in validating the AI’s outputs. 
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6.2. Expanded Understanding of ChatGPT’s Potential 

The co-design process also enabled participants to gain a deeper un- 
derstanding of ChatGPT’s capabilities, which broadened their awareness of 
its potential applications in qualitative research. This enhanced familiarity 
played a crucial role in shifting perceptions. For instance, one participant 
observed: 

“From my experience today, I feel its [ChatGPT’s] summariza- 

tion ability is quite strong. Also, I hadn’t thought before that 

qualitative data could be analyzed with it.” (P7) 

Through iterative prompt refinement, participants not only addressed 
their initial concerns but also discovered that well-designed prompts could 
unlock a wider range of functionalities from ChatGPT. This experiential 
learning ultimately contributed to a unanimous shift in attitudes—from skep- 
ticism to a more positive, supportive view of ChatGPT as an effective tool to 
support qualitative analysis. Based on these findings, it is evident that the 
prompt design framework we developed (presented in Section 5) is beneficial 
for leveraging LLMs to assist qualitative analysis work. 

 
7. Discussion 

Our research results show that LLMs-based applications (such as Chat- 
GPT) have the potential to conduct qualitative analysis on corpora through 
well-designed prompts, addressing concerns of human analysts. In our study, 
we integrated established prompt design methodologies [90] to enhance Chat- 
GPT’s efficacy in processing structured data. We addressed the challenge of 
command failures, as highlighted by Zamfirescu-Pereira et al. [90], not by 
simply appending multiple prompts, but by strategically integrating them 
and simplifying the interaction process. In the following sections, we will 
expand on the discussions by Jiang et al. [67] and Feuston and Brubaker [56] 
about the collaboration between humans and AI in qualitative research, es- 
pecially for junior researchers. Our inspiration comes from the views of the 
participants and is drawn from the processes and methods of qualitative 
research [108]. 

In addition, we will discuss the ethical considerations of using ChatGPT 
from the user’s perspective and its impact on the conceptual transition pro- 
cess (from rejection to acceptance). We draw inspiration from Idhe’s book 
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“Instrumental Realism” [109], concepts from Husserl [110], and ideas from 
Foucault [111]. Combining practice, tools, and phenomenology, we discuss 
how new AI tools like ChatGPT can influence user attitudes by shifting 
paradigms. 

7.1. Overcoming the Challenges in Prompt Design 

Our findings highlight the difficulties researchers face when designing 
prompts for ChatGPT to support qualitative analysis tasks, particularly for 
junior researchers who lack expertise and experience in prompt design [18, 
19]. To address these challenges, we propose a framework that incorporates 
strategies identified in our findings and aligns these strategies with existing 
research on prompt engineering techniques [17, 30, 32, 35]. 

While our framework was initially developed with ChatGPT in mind, we 
argue that its foundational elements are broadly applicable across different 
LLMs. These elements provide a scaffold that can adapt to varying models 
and prompt engineering advancements, making the framework relevant for 
current and future applications. The framework remains flexible and adapt- 
able by focusing on essential prompt structures rather than model-specific 
optimizations, thus retaining its long-term value. 

The framework-based approach also considers the specific challenges as- 
sociated with qualitative analysis [57, 58, 52, 53, 55], and aligns closely with 
traditional qualitative research methodologies, which adds rigor to its design 
and implementation. By leveraging ChatGPT’s capabilities through effec- 
tive prompt design, researchers can potentially mitigate these challenges and 
enhance the efficiency of the qualitative analysis process. However, it is cru- 
cial to recognize the importance of human oversight and validation in the 
qualitative analysis process [56, 67, 88, 64, 65]. Our framework provides 
users with a referenceable guide to understand the role of each component 
within the prompts, enhancing transparency in the process. This disclosure 
reinforces the effectiveness of voluntarily sharing information about GenAI 
without any negative consequences, further contributing to a more transpar- 
ent workflow [112]. 

AI developers should consider designing tools that facilitate context-aware 
prompting, enabling structured definitions of research contexts, analytical 
objectives, and workflows, and emphasizing model outputs that offer en- 
hanced transparency and clear explanations of reasoning processes. Devel- 
opers are encouraged to integrate customizable role-playing capabilities, al- 
lowing qualitative researchers to define specific analytical roles for ChatGPT, 
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enhancing task-specific relevance. Moreover, systems should accommodate 
flexible qualitative data input formats to ensure seamless integration into 
diverse analytical contexts. 

Qualitative researchers can focus on clearly structured prompt designs 
that explicitly articulate research objectives, methodologies, data formats, 
and desired analytical outputs, thereby enabling targeted and effective AI 
assistance. Researchers must emphasize the importance of human oversight, 
recognizing AI-generated insights as preliminary and necessitating further 
human validation, refinement, and contextualization. Comprehensive docu- 
mentation of AI interactions, including prompts and model-generated out- 
puts, is crucial to maintaining methodological transparency and analytical 
rigor. Researchers are advised to adopt iterative prompt refinement strate- 
gies, continuously enhancing prompts based on feedback from AI-generated 
outputs and evolving research needs. 

To effectively integrate ChatGPT into qualitative research workflows, re- 
searchers should begin by thoroughly defining the research context, includ- 
ing research questions, data characteristics, and analytical methodologies, 
within prompts. Methodological alignment, explicitly specifying analytical 
methods such as inductive coding, thematic analysis, or constant compara- 
tive analysis, is crucial for aligning AI outputs with qualitative standards. 
Iterative cycles of prompt testing, response evaluation, and prompt refine- 
ment should be standard practice, ensuring progressive improvement of AI- 
generated outputs. Clearly instructing ChatGPT on its analytical role (e.g., 
assistant coder, thematic synthesizer) enhances output precision and rele- 
vance. Maintaining systematic documentation throughout interactions with 
ChatGPT supports transparency and ensures replicability. Lastly, imple- 
menting a rigorous human-AI validation loop, wherein researchers critically 
validate, refine, and contextualize AI-generated outputs before finalizing find- 
ings, reinforces methodological integrity and the quality of analytical insights. 

7.2. Enhancing Junior Researchers’ Understanding of ChatGPT’s Capabili- 

ties and Proficiency in Qualitative Analysis Processes 

7.2.1. Theoretical Contributions to AI-Assisted Qualitative Research 

The framework aims to make the prompt design process more structured 
and transparent, enabling researchers to elicit more interpretable and verifi- 
able responses from ChatGPT. This approach addresses concerns regarding 
the lack of transparency in ChatGPT’s outputs [9] and aligns with research on 
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XAI [81]. Moreover, the framework improves junior researchers’ understand- 
ing of ChatGPT’s capabilities in qualitative analysis by providing guidance 
on effectively communicating context, methodology, and data formats to the 
AI [67, 74, 75]. 

Our framework offers structured guidance that helps junior researchers 
understand ChatGPT’s capabilities in qualitative analysis and gain profi- 
ciency in the fundamental processes of qualitative research. By incorporating 
elements such as context, methodology, data organization, and transparency 
into prompt design, the framework breaks down complex analysis processes 
into manageable, structured steps, making qualitative analysis and prompt 
engineering more accessible for those with limited experience [18]. This ap- 
proach is especially valuable for early-career researchers who may lack formal 
training in qualitative methods, offering them practical insights into best 
practices for data interpretation, theme identification, and methodological 
rigor. 

Furthermore, the framework’s emphasis on transparency and traceability 
encourages junior researchers to engage in a more critical and reflective ap- 
proach to qualitative analysis and beyond. By making ChatGPT’s outputs 
interpretable and verifiable, the framework cultivates habits of accountability 
and methodological scrutiny [106, 78], which are essential for high-quality re- 
search. Through prompt strategies that elicit clear, structured, and traceable 
results, junior researchers are empowered to interrogate potential biases in AI 
outputs and refine their own analytical processes, building confidence [113] 
in their ability to conduct robust research. 

7.2.2. Practical Implications for Research Workflows 

Beyond theoretical benefits, our framework offers practical advantages 
for qualitative research workflows, especially for those new to the field. For 
junior researchers lacking formal training, the framework serves as a step- 
by-step guide through complex analytic tasks. It breaks down processes 
like thematic analysis into manageable steps, from data familiarization to 
coding and theme development, with ChatGPT assisting at each stage. This 
guided approach accelerates the learning curve – junior analysts gain hands- 
on experience by working alongside the AI on real data, which helps solidify 
their understanding of qualitative techniques. The efficiency gains afforded 
by ChatGPT (e.g., rapidly generating initial codes or summarizing large 
text corpora) can significantly reduce the time and labor required for early 
coding cycles or transcript reviews. These gains lower the barrier to entry for 
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novices, allowing them to focus on higher-level interpretation and reflection 
sooner. 

Beyond merely providing a structural template, our framework funda- 
mentally transforms access to sophisticated research methodologies for junior 
researchers. By systematically bridging the expertise gap between novice and 
experienced qualitative researchers, we address a longstanding barrier in the 
field that has traditionally limited methodological innovation to those with 
extensive training. This democratization represents a significant paradigm 
shift in how qualitative research competencies are acquired and applied across 
disciplines [113]. 

Moreover, the structured workflow ensures consistency and reduces the 
risk of novice mistakes by following the prompt framework. Junior re- 
searchers are less likely to skip reflexive steps or misapply thematic anal- 
ysis procedures. The immediate feedback and suggestions from ChatGPT 
also provide a form of mentorship, reinforcing proper practices (e.g., remind- 
ing the user to consider alternative interpretations or ground themes in the 
data). In sum, the framework improves qualitative workflows by combin- 
ing the scalability and speed of AI with the reflective and iterative nature 
of human analysis, resulting in a more efficient yet methodologically sound 
process. 

7.2.3. Practical Applications of the Framework for Interdisciplinary Research 

Management and Collaboration 

While the framework was designed specifically to support qualitative anal- 
ysis, ChatGPT’s integration within this structure demonstrates a versatility 
that extends beyond this specific domain. By adapting the principles of struc- 
tured prompt design to specific contexts, users can leverage ChatGPT’s ca- 
pabilities to enhance workflows, reduce cognitive load, and foster innovation 
across diverse disciplines. For researchers, this broad potential underscores 
the importance of developing transferable skills in AI-assisted methodologies, 
enabling them to navigate the increasingly interdisciplinary nature of mod- 
ern research. The strategies outlined, such as iterative refinement, structured 
input, and transparent methodologies, have potential applications in other 
areas of research and practice. For instance, ChatGPT has shown promise in 
facilitating quantitative analysis, where it can assist with data cleaning, inter- 
pretation of results, and automating statistical explanations [114]. Similarly, 
its use in programming has enabled efficient debugging, code generation, and 
documentation [31, 19], while in creative writing, ChatGPT supports tasks 
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such as generating ideas, composing drafts, and refining language for specific 
audiences [115, 112, 36, 39, 25]. Additionally, while much of the focus in 
AI research is on STEM fields, there is a growing recognition of the need 
to extend AI applications, like ChatGPT, to the humanities. Researchers 
from non-STEM disciplines often find their perspectives overlooked in tech- 
nological methodologies and applications [116]. Incorporating AI into the 
humanities would not only broaden the scope of interdisciplinary research 
but also ensure inclusivity and resonance across diverse academic communi- 
ties. 

This cross-domain applicability highlights the broader implications of 
the framework for researchers and practitioners, which is the most signif- 
icant contribution lies in its systematic approach to bridging disciplinary 
divides through methodological translation. By articulating core principles 
of human-AI collaboration that remain consistent across domains, we provide 
a common language for researchers from diverse backgrounds to leverage AI 
capabilities without sacrificing methodological rigor. 

In broader terms, by lowering skill barriers, our approach encourages more 
researchers in fields like design, education, healthcare, and beyond to inte- 
grate qualitative insights into their projects, enriching studies that otherwise 
might rely solely on quantitative data. 

7.2.4. Evolving Roles of ChatGPT in Qualitative Research and Future Di- 

rections: Tool vs. Co-Researcher 

Our work also inspired reflection on the evolving relationship between hu- 
man researchers and AI tools. An interesting layer of understanding involves 
the potential roles ChatGPT can assume in qualitative research, either as a 
tool or as a co-researcher. As a tool, ChatGPT can streamline coding pro- 
cesses, uncovering patterns within data and generating initial insights that 
researchers can further interpret and validate. This role aligns with tradi- 
tional uses of AI, emphasizing its utility in automating repetitive tasks and 
augmenting human analysis [117]. However, treating ChatGPT solely as a 
tool may lead to over-reliance, where researchers undervalue critical engage- 
ment with the AI’s outputs [113]. 

Conversely, considering ChatGPT as a co-researcher invites exploration 
into its more active involvement in thematic analysis, where it could con- 
tribute interpretative suggestions, identify themes, or even challenge researcher 
assumptions. While this perspective underscores the collaborative poten- 
tial of human-AI interaction, it raises critical questions about whether AI 
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can truly “understand” qualitative data in the way a human researcher 
does. Ethical considerations, such as attribution of intellectual contribu- 
tions, transparency in processes, and the risk of bias, become paramount 
in this scenario [118]. Future studies should investigate how adopting these 
roles impacts the quality and depth of qualitative analysis and develop col- 
laboration strategies that align with ethical guidelines. 

7.3. Evolving Trust and Ethical Shfit in ChatGPT for Qualitative Research 

Our study revealed a significant transformation in participants’ attitudes 
toward ChatGPT’s use in qualitative research, evolving from skepticism to 
cautious acceptance. Initially due to its “black-box” nature (concerns over 
transparency, consistency, and control), the role of ChatGPT in qualitative 
analysis was met with skepticism. Participants were worried that the AI’s 
coding and theme generation processes were opaque, conflicting with the 
qualitative research norms that require transparency and audit trails linking 
data to findings [119]. The inability to observe or verify ChatGPT’s inter- 
mediate reasoning made researchers feel a loss of control over their analysis. 
This led them to question whether AI could handle the nuanced interpretative 
work of qualitative coding and whether it would adhere to the research princi- 
ples they valued, such as integrity [120]. By leveraging our structured prompt 
design framework, users enhanced the clarity and traceability of ChatGPT’s 
responses, gradually adopting a more positive attitude. This transformation 
reflects the dynamic nature of trust formation in human-AI collaboration. 

7.3.1. Trust Formation and Transparency 

Based on Mayer et al.’s organizational trust model [121], we can explain 
this evolution through three key dimensions: ability (competence to perform 
qualitative analysis), integrity (consistency and transparency of analytical 
processes), and benevolence (alignment with researcher values). Trust is cog- 
nitively driven [122], and our co-design process facilitated trust calibration 
by making ChatGPT’s analytical processes more transparent and traceable. 
This enabled participants to develop what Muir [123] referred to as “appro- 
priate reliance,” rather than blind trust or complete distrust. 

Participants’ initial ethical concerns focused on “cognitive opacity” [124] 
- the inability to fully understand how AI-generated responses are produced 
and how conclusions are derived. This opacity raised legitimate concerns 
about responsible research practices, particularly in qualitative analysis, where 
interpretive transparency is crucial [125, 126, 127]. 
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Our framework emphasizes transparency and traceability, addressing these 

ethical concerns through “meaningful transparency” [128], where transparency 
extends beyond mere visibility, enabling understanding and accountability for 
LLM-generated content [129]. 

Participants experienced what Kizilcec mentioned “Transparency may 

promote or erode users’ trust in a system by changing beliefs about its trust- 

worthiness” [130]. This represents a shift from viewing AI ethics through con- 
sequentialist frameworks (focusing solely on outcomes) [131, 132] toward pro- 
cedural ethics (focusing on the fairness and transparency of processes) [133]. 
The critical factor in this transition was not merely improving ChatGPT’s 
analytical capabilities, but rather enhancing process transparency [134], mak- 
ing visible how conclusions are derived. 

7.3.2. Symbiotic Integration and Phenomenological Perspectives 

The transformation we observed represents what Orlikowski calls “socio- 
material practices” [135], the recursive intertwining of social and material 
elements [136, 137] in research. Participants did not simply adopt ChatGPT 
as a replacement for traditional analysis but integrated it through the com- 
bination of traditional and novel analytical approaches, a process akin to the 
concept of methodological bricolage [138, 139, 140]. 

Describing the relationship between the human analyst and ChatGPT, 
one can envisage a comprehensive, symbiotic interaction [141]. In this con- 
text, ChatGPT is not just an auxiliary tool. It becomes an extension of 
the human cognitive process [142], enhancing analytical capabilities while 
simultaneously reshaping one’s epistemological outlook. Trust is cognitively 
driven [122], and cautious humanization [143] while maintaining control is 
essential [144, 145]. 

Examining this relationship through Husserl’s phenomenological lens deep- 
ens our understanding [110]. Interaction with technology, in this view, is not 
just transactional but a profound, lived experience. Participants used Chat- 
GPT and engaged with it, evolving their understanding and establishing 
trust in its analytical capabilities. Foucault’s notion of “technologies of the 
self” further enriches this discussion [111]. Seen through this lens, Chat- 
GPT serves not only as an analytical tool but also as a catalyst for personal 
and professional transformation. It encourages scholars to reconsider their 
methodologies and the very limits of knowledge [146]. Learning knowledge 
from the interaction process and reflecting on it is of great significance, es- 
pecially for early-career individuals and student groups. 
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7.3.3. Ethical Dimensions and Future Implications 

The future of AI in qualitative research can be further conceptualized 
through Horvitz’s notion of “mixed-initiative” interaction [147], a collab- 
orative process where humans and AI systems contribute complementary 
strengths [148]. This approach moves beyond the traditional levels of au- 
tomation paradigm [149], which frames AI as either replacing or assisting 
humans toward a model of true collaboration. It also calls for advancements 
in interpretable machine learning design [150], ensuring that AI-generated 
outcomes not only enhance human capabilities but also remain comprehensi- 
ble and aligned with human reasoning in a deterministic and human-centered 
manner. 

Informed by the shift in researchers’ attitudes as revealed in our findings, 
it becomes evident that the ethical dimensions of this integration are mul- 
tifaceted. Nissenbaum’s emphasis on context in shaping our ethical expec- 
tations from technology is highly pertinent here [151]. The shift from skep- 
ticism to acceptance among researchers in our study underscores a growing 
reliance on tools like ChatGPT. While this reliance speaks to the efficiency 
and potential of AI, it simultaneously raises concerns about the unintentional 
reinforcement of biases and the potential narrowing of the scope of qualita- 
tive inquiry. The construction and contemplation of ethical expectations for 
AI is not only timely for novice researchers but also conducive to stimulating 
more in-depth reflections, particularly in contexts where novices are more 
susceptible to the immediate influence of ChatGPT’s interactions [152]. 

The ethical implications of this scenario are twofold. First, there is a 
risk that AI systems, including ChatGPT, might inadvertently perpetuate 
existing biases in their training data [153]. This highlights the crucial im- 
portance of training data, especially in qualitative research, where a nuanced 
understanding and interpretation of data are key. Biased or toxic training 
data could lead to the development of an AI that is “unfriendly” and “un- 
ethical”. As the influence of AI in everyday life increases and human-AI 
interactions become more frequent, such a “toxic” AI could harm human 
interests in various ways, including the quality of interaction experiences, 
emotional responses, and moral perspectives. Second, the growing trust in 
AI’s capabilities may lead to a diminished emphasis on the critical, reflective 
role traditionally played by human analysts in qualitative research. This shift 
might result in less depth in analysis, as AI tools may not fully replicate the 
complex cognitive processes inherent in human analysis [154]. 
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Therefore, our findings call for a balanced approach that ensures AI tools 

like ChatGPT augment and assist in research without overshadowing the in- 
dispensable human elements of intuition, skepticism, and ethical judgment 
that are crucial in qualitative analysis. Learning and reflecting through this 
interaction process is of great significance, especially for early-career individ- 
uals and student groups. 

 
8. Limitations and More Future Work 

This study primarily explores ChatGPT’s effectiveness in analyzing text- 
based qualitative data, focusing on tasks like coding. However, several limi- 
tations should be acknowledged. 

First, due to accessibility constraints, we utilized GPT-3.5 instead of the 
more advanced GPT-4. While this may impact our findings, as GPT-4 or 
newer versions offer enhanced reasoning capabilities, larger context windows, 
and improved accuracy for complex analytical tasks that could potentially 
provide greater depth and precision [155], it is important to note that a key 
contribution of our work, the framework for prompts design, has enduring 
value for tools like ChatGPT that rely on prompt engineering as a core 
interaction method. This framework remains applicable regardless of model 
version and provides a possible guidance for effective qualitative analysis with 
LLMs. 

Second, qualitative research often encompasses a broader range of data 
types and methods, such as observational studies and visual analysis, which 
were beyond our study’s scope. Future research is needed to investigate how 
LLMs like ChatGPT can be adapted or extended to support these other 
qualitative approaches, providing a more comprehensive understanding of 
their potential across diverse qualitative methods. 

Third, our participant sample primarily consisted of individuals already 
experienced in qualitative analysis and ChatGPT, potentially limiting the 
generalizability of our findings [10, 156]. While this selection ensured partic- 
ipants could provide informed insights on integrating AI tools into qualita- 
tive research, it may also introduce biases regarding the framework’s per- 
ceived utility. Although we identified how varying levels of prior Chat- 
GPT exposure influenced attitudes toward LLM-assisted analysis—a key 
finding—our sampling approach may not adequately represent novice users 
who lack qualitative analysis experience or ChatGPT familiarity. These users 
might require additional foundational knowledge to effectively implement our 
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prompts framework despite its step-by-step guidance. Furthermore, despite 
including participants from multiple regions, certain backgrouind (culture, 
gender, age, education) remained underrepresented, which could introducing 
potential biases. 

For a broader future work, in addition to the points already discussed 
in Section 7, we recognize one of the aspirations expressed by qualitative 
analysts (P7, P9, P15, P16) is the creation of an integrated LLMs toolkit 
tailored specifically for qualitative analysis. We have taken this recommen- 
dation into account for our future work trajectory. Furthermore, insights 
from one of our study participants (P4) regarding expectations for future 
iterations of ChatGPT have been enlightening. While our results show that 
ChatGPT can effectively analyze qualitative data, it’s crucial to acknowledge 
the vast diversity in user backgrounds. Coupled with the complexities tied to 
each cultural context, it underscores the importance of AI technologies being 
attuned to regional and cultural nuances. Such cultural cognizance not only 
ensures the pertinence of the produced content but also augments user trust 
and engagement. Moving forward, there is potential to develop a version of 
ChatGPT that amalgamates personalized knowledge bases, thereby catering 
to the distinct needs of varied global communities. 

 
9. Conclusion 

This study first identified the risks and challenges of ChatGPT in qual- 
itative analysis through a pilot study. It then explored the attitudes of a 
group of qualitative analyst towards the application of ChatGPT in quali- 
tative research through interviews and co-design, and in collaboration with 
this study group, developed a well-received framework for prompts design. 
Our research explored the powerful capabilities of AI in qualitative analy- 
sis using ChatGPT, which could potentially significantly reduce the labor- 
intensive tasks and coding costs in qualitative analysis in the future. Our 
research findings indicate that enhancing transparency, providing guidance 
on prompts, and strengthening users’ understanding of LLM capabilities can 
significantly improve user interaction with ChatGPT and reverse negative 
attitudes towards using such applications in research. In the discussion, we 
focus on the challenges, potential, and impact on novice researchers associ- 
ated with the application of ChatGPT, based on our findings. Furthermore, 
we delve into the ethical considerations brought about by advanced AI, es- 
pecially in the context of qualitative analysis, starting from the shift in user 
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attitudes observed during the research process. In the broader context of 
applying LLM workflows, the proposed framework can serve as an essential 
reference, supporting researchers in continuously developing more person- 
alized application solutions. We proposed several pressing future works to 
further expand, delve into, and understand LLMs, providing insights More- 
over, this framework facilitates a deeper understanding among users regard- 
ing the underlying mechanisms of tasks performed by LLMs, encouraging 
users to actively engage with and critically assess LLM-generated outputs 
rather than simply relying on AI-produced results. We hope that this study 
can help users better apply new technologies to enhance efficiency, and we 
believe this task-oriented framework approach has potential generalizability 
beyond qualitative analysis, and could be adapted and applied across various 
scenarios involving the use of LLMs. 
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Appendix A. Appendix 

 
Strategies Examples of Prompts 

 

Background / Conceptual Understanding 
“Here is a transcript from a focus group interview about ’Transitioning to Remote Work’. 

Each paragraph is from one participant. Please read it first.” (P9) 
 

Description of the Analytical Process (context) “Please do a thematic analysis and summarize no more than 10 themes from this transcript.” (P9) 

 
 

Definition of Data Format (Outputs) 

“Please analysis data again and make outputs follow format as below: 
(New line) Topic: {challenges}, {strategies}, {benefits}, {downsides}, {productivity} 
(New line) Argument points: {reasons}, {suggestions}, {perceptions} 

(New line) Supports: {raw data}, {participant number}” (P8) 
 

Prioritization 
“I want a codebook with less than 10 codes. I hope these codes are main themes from 
the transcript ...” (P10) 

Acknowledgment of Expertise 
“Good job – I cannot finish my work without you, you are so sweet. Follow the requirements as below, 

and continue analyzing data.” (P5) 

Table A.4: Strategies and Examples of Prompts. 

Description of the Methodology (Goal of Task) “can you do a thematic analysis of their responses? ” (P6) 

Definition of Data Format (Inputs) 
          

           

Role-Playing “You are now a research expert in qualitative analysis...” (P7) 
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Figure A.3: An example of some results: Participant (P15) added requirements regarding 

the format of the output results in the prompts. The original prompt text reads: “For the 

output, put the result in a table. The first column is the name of the theme, the second 

column is its frequency, the third column includes the quotes that belong to this theme and 

the name of the participant who made this comment, one row per quote.”. 

 

 

 

 

 

 

Figure A.4: An example of how to transfer the table from ChatGPT to Excel. 
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Figure A.5: Examples of ChatGPT’s output after adding priority requirements. 

 

 

Figure A.6: Examples of ChatGPT’s output from P8’s prompts. 

 

Figure A.7: Some of the results obtained by participants using ChatGPT. On the left is 

the result for P5, and on the right is the result for P6. 
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Highlights 

Harnessing the Power of AI in Qualitative Research: Exploring, 
Using and Redesigning ChatGPT 

He Zhang, Chuhao Wu, Jingyi Xia, Yao Lyu, Jie Cai, John M. Carroll 

 
• This study identifies the key challenges of applying ChatGPT in 

qualitative analysis, including prompt design and AI interpretability, 
and proposes a structured framework to address these issues. 

• The prompt design framework, developed with researcher feedback 
and aligned with traditional qualitative methods, enhances ChatGPT’s 
effectiveness in qualitative analysis by improving context definition, 
methodological guidance, and data structuring. 

• The adaptability of the framework is discussed, highlighting its 
potential to support evolving AI models and serve as a reusable 
resource across future LLM-based tools. 

• Ethical considerations, such as transparency and accountability in AI- 
assisted analysis, are examined to promote reliable and responsible use 
of ChatGPT in qualitative research. 

• Practical implications for junior researchers are emphasized, as the 
framework provides a foundational tool to improve prompt design skills 
and proficiency in AI-supported qualitative analysis. Jo
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