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ABSTRACT
The moderation task in the live streaming community is challenging due to the interactivity and
ephemerality of live text-based communication in the chat. Moderators have to make decisions with
time constraints and less instruction, experiencing information overload and emotional toll. I aim to
understand their decision-making process, identify the challenges during the process, explore the
relationship with other stakeholders in the community. I apply mixed methods (interview, survey,
observation) to explore these issues. My dissertation focuses on content moderation in interactive
media, and the results can potentially provide guidance to content moderation in interactive media
platforms with high interactivity and synchronicity.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI.
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MOTIVATION AND PROBLEM STATEMENT
Freedom of speech caused lots of negative, illegal, and harmful online content. In order to regulate
the negative content and maintain the civic discourse, a massive workforce of people moderates
behind the scenes with the assistance of algorithm and moderation tools. With the adoption of new
technology and the evolvement of communities, the moderation practice faces new challenges [10].

Live streaming, as an interactive social medium with high-fidelity computer graphics and video and
low fidelity text-based communication, enables the streamer to share the rich ephemeral experience
with informal social interaction with viewers in the chat (Figure 1) [6]. The high interactivity of the
text-based community prompts a large volume of messages dynamically flowing in the chat and
disappearing quickly. Moderators need immediate attention to these messages; high concentration
with the time constraint of this kind of information caused information overload and emotion toll [12].
The synchronicity and ephemerality of live streams render different challenges for the hidden labor of
volunteer moderators (Figure 2). Thus, understanding content moderation practices in interactive

Figure 1: Twitch Interface: the Content
Producer is Streaming Content on the Left
Side of the Screen; Viewers are Comment-
ing in the Highlighted Chatroom on the
Right S‘ide.

media is crucial for us to identify the challenges they face and provide possible design interventions.
The overall objective of my research is to understand volunteer moderators’ relationships with

viewers and the streamer and to identify the challenges they face during the moderation process
and recommend possible social and technical interventions to increase moderation efficiency and
maintain the community with less punitive and more accurate moderation. In order to achieve my
objectives, I ask the following high-level research questions:

• What are the strategies that volunteer moderators use in live streaming communities?
• How do volunteer moderators profile violators in live streaming communities?
• What do volunteer moderators manage conflict with the streamer in live streaming communi-
ties?

Figure 2: Twitch Interface from Modera-
tors’ View (In the Chatroom: Shortcuts of
"Ban""Timeout""Delete" are visible next to
the Usernames)

PRELIMINARY RESULTS ANDWORK IN PROGRESS
Preliminary Results
To answer the first research question, we interviewed 21 volunteer moderators on Twitch. We mapped
out 13 moderation strategies and presented them in relation to the bad act, enabling us to categorize
from proactive and reactive perspectives and identify communicative and technical interventions (as
shown in Figure 3). We identified the flow of decision-making that takes place during the moderation
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process. These practices of volunteer moderation bear similarities but also distinct differences com-
pared with other user-governed communities. The interactivity and synchronicity of live streaming
reveal the visible and performative work of volunteer moderation. Instead of considering moderation
as blocking content or violators with the assistance of technical agencies, we may also want to take
social dynamics into the moderation process and highlight the significance of communicative strate-
gies performed by the human moderator at both the proactive and reactive levels. The affordances of
live streaming allow graduated moderation and amplify violators’ voices in the moderation process,
showing moderators’ great effort to increase legitimacy and maintain community members [4].

I also quantified the main strategies and asked user’s perceptions of effective moderation strategies
in live streaming communities [3]. To supplement these strategies, I also categorized current mod-
eration tools and highlighted the opportunities and the desired new features for bot design in live
streaming communities [2].

Figure 3: Moderation Strategies For Be-
fore andAfter a BadActHappens. Lines In-
dicate Relationships, Arrows Indicate Se-
quence.

Work in Progress
In the second phase, I have developed a new interview protocol based on some of the findings from
the first phase and plan to gain more insight into profiling strategy. In addition to a semi-structured
interview, I decided to add an observation to consider the specific context of moderation. I asked
the moderators to record their moderation screen for an hour and send it to us for a review first. I
watched the video and then scheduled the semi-structured interview.

Figure 4: A Moderator Checks a User’s
Message History as Part of the Profiling

I aimed to understand how volunteer moderators on Twitch create profiles of violators before
they decide on what action they will take with the violator. I used criminal profiling as a lens [7]. I
found that profiling improved moderators’ understanding of violators, and they engaged in complex
practices of evidence collection and documentation to create these profiles (Figure 4). These practices
happened not just within one community but across different Twitch communities as well as on
different platforms. Generally, instead of sanctioning violators, mods preferred to go the extra mile
to integrate the violators into the communities. Though they had to sanction some violators, the
profiling made the sanction different. We also found that mods across different micro-communities
collaboratively worked on violator profiling because of the limited information in the user’s profile
and limited technical support from the platform (Under Review).

FUTUREWORK
Volunteer moderators on live streaming platforms often have to work in teams with other moderators
and the streamer whose channel they are working for. As each micro-community attempts to set its
guidelines, it is common for mods and the streamer to disagree on handling various situations. In
the third phase, I plan to apply a mixed method with survey data collection targeting moderators in
live streaming communities to statistically test the relationship among the perceived conflict (task,
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relationship, process, and normative) [5, 8, 9], moderators’ commitment to the micro-community
(affective, normative, continuance) [1], and the conflict management styles (integrating, avoiding,
dominating, obliging, and compromising) [11]. In the survey, I also asked open-ended questions
about conflict incidents and how moderators handle these conflicts to gain context. This research
explores the triangle relationships among conflict types in the moderation team, moderators’ conflict
management styles, and moderators’ commitment to the micro-community (specifically, commitment
to the streamer or commitment to the viewers). We contribute to understanding conflict management
during the moderation process in user-governed online communities and providing insights to micro-
community leaders and mods who seek to handle conflicts effectively to grow the micro-community.

CONTRIBUTIONS
Through three-phase studies to understand the moderators work with both the streamer and viewers
in live streaming communities. I highlighted the moderation challenges caused by the affordances of
new technology and showed moderators’ understanding of and relationship with stakeholders in the
micro-community. This work shows the potential to guide community moderation and maintenance
in new forms of social media with high interactivity and synchronicity.
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